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We theoretically investigate transient and stationary drift currents of Bloch electrons in semiconductor
superlattices subjected to an electric field along the growth axis and a magnetic field tilted with respect to the
electric field. The magnetic-field-induced nonlinear coupling between the Bloch oscillations along the axis and
in-plane cyclotron oscillations leads to a resonant phase-sensitive self-rectification of the oscillating currents.
Both the transient motion of the particles after pulse excitation and the motion in the stationary state show this
phenomenon. The effects have already been demonstrated experimentally but were discussed on the basis of
different concepts. Here, we treat the transient and the stationary effect on equal footing using the model of the
coupled oscillators. The relaxation and dephasing of the oscillations are explored with a Monte Carlo method
and compared with results of models which use average-particle variables. It is found that average-particle-type
models are not adequate to describe the resonance and relaxation effects of the ensemble satisfactorily. In the
long-time limit and for strong coupling, they lead to some artifacts such as self-sustained oscillations or
hysteresis effects, which do not exist in the Monte Carlo approach. The average-particle description is a
qualitative approximation for weak coupling and if elastic scattering dominates. The shapes of the resonance
curves in the Monte Carlo simulation sensitively depend on the details of the scattering mechanisms and allow
us to identify their relative importance.
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I. INTRODUCTION

The dynamics of electrons in semiconductor superlattices
�SL� exposed to an electric field along the growth axis shows
some peculiarities which are all based on the possibility of a
SL electron to reach the boundary of the mini-Brillouin zone
without scattering and to undergo a Bragg reflection there.
Among the various effects connected with Bragg reflections
are a current-voltage characteristics with negative differential
conductivity,1–7 transient Bloch oscillations of coherently ex-
cited electron bunches,8–12 Bloch gain,13–24 frequency mix-
ing, and harmonic generation.25–28

Recently, the influence of an additional magnetic field
tilted with respect to the electric field has been investigated
in theory and experiment.29–33 In the combined fields, an
electron performs both Bloch oscillations along the SL axis
and in-plane cyclotron oscillations. In addition, the Bloch
oscillator �BO� and the cyclotron oscillator �CO� are nonlin-
early coupled by the magnetic field, with the result that a
resonantly enhanced self-induced dc of the BO flows during
the transient as well as in the stationary state.

Both effects have been presented in quite different con-
text. The transient effect30 bears some analogies to the Fiske
effect which is observed in Josephson junctions enclosed in a
microwave cavity.34 The enhancement of the stationary cur-
rent has been related to chaotic dynamics of the electron
motion in the nonlinear system,31,33 where both the un-
damped motion31 and the influence of linear damping of the
cyclotron motion have been investigated. The purpose of the
present paper is to treat the transient and the stationary ef-
fects on a common basis which consistently uses the picture
of the coupled oscillators and gives some insight by drawing

from results typical of electronic circuits. Furthermore, the
relaxation of the oscillations are explored with Monte Carlo
�MC� methods and are compared with results of models
which use average-particle variables. Because of drastic dis-
crepancies between the predictions of the different models,
the problem is a touchstone for the theoretical methods gen-
erally used to treat nonlinear transport in SL.

II. THEORETICAL APPROACH

The essential features of the resonant enhancement of the
dc can be elaborated by a semiclassical description of the
oscillating electrons.35 The miniband energy dispersion of
Bloch electrons in the SL with spacing d and growth axis
along the x direction is modeled as E�k��=Ex�kx�+E��ky ,kz�
with Ex�kx�=�2�1−cos�kxd�� /mxx

0 d2 and E��ky ,kz�=�2�ky
2

+kz
2� /2myy, where mxx

0 is the bottom effective mass of the
miniband and myy the in-plane mass. In the following, we
assume the carrier density to be sufficiently low so that field-
screening and plasma effects30,36 can be neglected. In the
single-particle picture, the semiclassical equations of motion
V� = �1 /���E /�k� and �dk� /dt=eF� +e�V� �B� � for velocity V�

and momentum �k� of a wave packet in an electric field F� and
a magnetic field B� , then result in the following set of equa-
tions �assuming F� to be parallel to the x axis and B� to lie in
the xz plane with tilt angle � against the x axis�:

�̇x = �B + �cz
�Avy , �1�

v̇y = �cxvz − �cz sin��x�/�A , �2�
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v̇z = − �cxvy . �3�

The lowercase letters v denote scaled variables with V nor-
malized to the maximum velocity Vmax=� /mxx

0 d along the x
axis. The quantity �x=kxd is the phase of the motion along
the x direction, the corresponding velocity is given by vx
=sin��x�. A=myy /mxx

0 is the mass ratio. An equivalent set of
equations was previously employed in Ref. 31 and partly in
Ref. 33 for the description of the motion of Bloch-oscillating
electrons in a magnetic field.

Equation �1� describes the BO with unperturbed fre-
quency �B=eFxd /�, and Eqs. �2� and �3� refer to the CO
with frequency �cx=eB cos��� /myy. The coupling strength
between the BO and the CO mediated by Bz is described by
the frequency �cz=eB sin��� /�mxx

0 myy. Note that the CO is
amplitude driven by the BO whereas the BO is frequency
modulated by the CO. The latter �parametric� mechanism is
the reason for the nonlinear behavior of the coupled modes.

In Fig. 1, the coupling of the two oscillators by the set of
differential equations is visualized in a flow diagram. The
current oscillations of the BO �expressed by vx� are driven by
Fx, the x component of the electric field, which enters into
the equations via the Bloch frequency �B. The coupling be-
tween the BO and the CO �in terms of the quantities vx and
vy� via �cz is indicated by the circles. The diagram shows
that the coupled oscillators form a closed feedback loop
reminiscent of an electronic circuit consisting of a resonator
�CO� and an active, voltage-controlled oscillator �BO�. The
circuit loosely resembles a phase-locked loop which is also
known to display a great variety of nonlinear phenomena.

The rise of an additional resonant dc of the BO can be
visualized as follows: starting from rest, the constant electric
field Fx causes the BO to perform oscillations at the fre-
quency �B which are then transferred to the CO. The rate of
transfer, which depends on the coupling strength, is most
effective if the frequencies of both oscillators are at reso-
nance. From the CO, the oscillations are echoed back into
the BO where they are mixed with the still-existing oscilla-
tions of the BO via frequency modulation. The modulation
prolongs one half cycle of the BO and shortens the other,
thus disturbing the balance of the current. The mixing �down
conversion� therefore results in a dc of the BO whose

strength and sign depend on the magnitude and on the rela-
tive phases of the BO and CO oscillations. The effect can
also be viewed as a kind of phase-sensitive self-rectification
where, in analogy to a lock-in amplifier, the CO oscillation
represents the signal and the BO oscillation the reference
signal.

At first sight, one expects the self-induced dc to vanish
rapidly because both oscillations should lose their coherence
by scattering. For example, if the phase of the BO mode
changes by scattering of the electron wave packet, the phases
of the oscillations will no longer be synchronous, and a dc of
a different sign may arise by the mixing. Note, however, that
damping of the motion due to inelastic scattering reduces the
velocity amplitude of the CO oscillation and brings the phase
of the BO back to near zero. Thus, although the amplitude of
the BO oscillation of a single particle driven by the electric
field remains constant, the reduced amplitude of the CO os-
cillation will already weaken the “wrong” nonlinear current.
On the other hand, the disturbed BO immediately produces a
new response of the CO such that the relative phase of the
two oscillations and their amplitudes are recovered. The di-
rection of the self-induced current is maintained. As a con-
sequence, each particle in an ensemble produces a dc with
the same sign, although the velocities of different particles
may be completely uncorrelated. It is the correlation of the x
and the y motions belonging to a specific particle which is
responsible for the self-rectification effect.

In a stationary state, the component of the additional cur-
rent along the electric field turns out to flow along the same
direction as an already existing drift current, thus increasing
the electrical power supplied by the field. For both currents
to exist, a dissipation mechanism therefore is necessary in
dynamic equilibrium.

To quantify these considerations, we solve the equations
of motion numerically, assuming different models to describe
scattering and relaxation. In all our simulations, a particle
bunch is launched at t=0 at the bottom of the miniband �e.g.,
by optical-pulse excitation� and the transient currents as well
as the stationary currents are calculated assuming tempera-
ture T=0 if not stated otherwise.

In the following, we first utilize simplified descriptions
for scattering and relaxation which allows us to discuss ex-
treme cases and hereby highlight the central features to be
discussed in this paper. To explore limits we partly use val-
ues of coupling strength and scattering rates which might not
be realistic and will even touch the validity of the oscillator
picture as a visualization of the equations of motion. We then
turn to state-of-the-art Monte Carlo simulations both to show
that these features survive under realistic conditions and to
investigate how they are modified.

III. AVERAGE-PARTICLE AND SIMPLIFIED MONTE
CARLO MODELS

In a first step, we modify Eq. �1� by introducing velocity
vx=sin��x� and energy �x= �1−cos��x�� as variables ��x
equals Ex normalized to � /2, where �=2�2 /mxx

0 d2 is the
miniband width�. One then has v̇x= ��B+�cz

�Avy��1−�x�
and �̇x= ��B+�cz

�Avy�vx instead of Eq. �1�. Following the

FIG. 1. �Color online� Schematic of coupled Bloch oscillator
�BO� and in-plane cyclotron oscillator �CO� forming a feedback
loop.
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common procedure,37 we then substitute the single-particle
variables vi�t�, i=x ,y ,z, and �x�t� by average-particle �AP�
variables �vi�t�� and ��x�t��, where �¯ � denotes the time-
dependent ensemble average. The averages of the single-
particle product terms are substituted �factorized� by a prod-
uct of AP variables.39,41 Scattering is treated by adding
phenomenological dissipative relaxation terms −	�vi�t��, and
−	��x�t�� on the right side of the corresponding differential
equations which then read

�v̇x� = ��B + �cz
�A�vy���1 − ��x�� − 	�vx� , �4�

��̇x� = ��B + �cz
�A�vy���vx� − 	��x� , �5�

�v̇y� = �cx�vz� − �cz�vx�/�A − 	�vy� , �6�

�v̇z� = − �cx�vy� − 	�vz� . �7�

These approximations and the resulting balance equations
have frequently been used in the literature.38–41 In extension
of the AP-type model of Ref. 33, where phenomenological
damping of only the cyclotron motion was considered, the
introduction of ��x� and �vx� as �now independent� variables
allows to treat also direct damping and dephasing of the
Bloch oscillations. As a consequence and in contrast to the
model of Ref. 33 which is based on only three equations our
four-dimensional �4D� AP model accurately describes impor-
tant physical phenomena such as the drift current in the elec-
tric field due to inelastic scattering and the decay of Bloch
oscillations of an electron ensemble optically excited in a
SL. In the picture of the coupled oscillators, the active
voltage-controlled BO is substituted by an oscillator with
relaxation and drift current but with internal Bloch gain.13

In a second class of models, we solve the equations of
motion without damping terms �i.e., by using Eqs. �1�–�3��
and treat relaxation and damping by the MC method. The
free motion of a particle is interrupted by statistical scatter-
ing events which lead to a sudden change in its trajectory.
We here apply a very simple type of scattering to calculate
both the transient and the stationary currents. It is assumed
that a particle experiences scattering with a probability inde-
pendent of time and of the state of motion. We consider
heuristically inelastic and elastic scatterings in simplified
forms, with scattering rates 	in and 	el �corresponding over-
all scattering rate: 	in+	el�. In this picture, a particle shall
lose all its energy in an inelastic collision and be reset to rest
at the bottom of the miniband. Elastic scattering is treated
such that the selection of the final state occurs with equal
probability for the x component of the wave vector. The al-
lowed final in-plane components are given statistically iso-
tropic directions. For integration of the equation of motion
we employ the classical fourth-order Runge-Kutta method43

well known for its stability which is important for the simu-
lation of the electron motion exhibiting chaotic trajectories.
Averaging over an ensemble of 7�104 particles, we deter-
mine the time-dependent mean-velocity components �vi�t��.

For the case of the MC model, we first assume that a
particle ensemble is exposed to inelastic scattering only, i.e.,
	in=	 and 	el=0. In this case, the continuous and the sto-

chastic damping introduced in the two models are directly
related to each other, allowing for a fair comparison of the
results. Also, no random numbers are needed to calculate the
ensemble average of the velocities since it is possible to ex-
press the average by an integral over the free �ballistic� mo-
tion. One obtains within this variant of the MC model for the
velocity vx,

�vx�t�� = e−	tvx
free�t� + 	�

0

t

e−	t�vx
free�t��dt�, �8�

where vx
free�t� is the velocity of free motion starting at t=0

from rest ��x=0, vy =vz=0�. Corresponding equations are
valid for �vy� and �vz�.

The mean velocity consists of two terms. The first contri-
bution in Eq. �8� originates from the particles which move
without scattering until time t �the exponential factor e−	t

describes the probability that the duration of scattering-free
motion is larger than t�. The second term in Eq. �8� is due to
those particles which have been scattered �reset� at least once
until t, and is derived as follows. Assuming that the last
scattering of an electron occurred at time t� with probability
	dt�, and again using the probability of scattering-free mo-
tion until at least t, one obtains, after integration over t� in
the interval �0, t�, the velocity contribution
		0

t e−	�t−t��vx
free�t− t��dt� which is just the second term of Eq.

�8�. For t→
 the mean velocity �vx�t�� approaches the fa-
miliar form of the kinetic equation vd=		0


v�t�exp�−	t�dt
for the stationary drift velocity.31,42

The coupled oscillators driven by the electric field show a
great variety of responses which particularly for the AP
model sensitively depend on the initial conditions, on the
strength of the electric and magnetic fields, and on the pa-
rameters such as tilt angle, damping frequency, and mass
ratio. For weak coupling and medium damping, the tran-
sients normally tend to stationary and stable solutions where
the velocities and the energy for t→
 relax to constant val-
ues �vi�
��, i=x ,y ,z, and ��x�
��. For increased coupling
strength and reduced damping, the transients in the AP model
generally tend to either limit cycles or erratic motion.

To illustrate the wealth of responses, Fig. 2 displays Fou-
rier spectra 
vx���
 �coded by color and brightness� of the AP
velocity �vx�t�� during the transient as a function of Fourier
frequency � �vertical axis� and CO frequency �cx �horizontal
axis�, both normalized to �B. The two panels refer to differ-
ent parameter sets of �, A, and 	. The left panel shows
spectra where relaxation and limit cycles dominate, the right
panel with its noisy spectra shows signatures of irregular
motion. In both panels, the traces of the various frequency
combinations produced by mixing of �B and �cx and their
harmonics through the nonlinearities of the BO can be nicely
seen. The points where the traces meet at �=0 mark the
characteristic resonance conditions which result in a dc by
down conversion. Prominent responses are expected if the
condition �cx /�B=r is fulfilled, where r is a rational number.

We now compare the results of the AP and the MC mod-
els, first for parameter sets where the transient oscillations
starting from zero converge to constant-current solutions.
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Figure 3 displays the mean velocity �vx�t�� of the BO �the
quantity which can be measured most directly through the
electrical current along the SL axis�, calculated with the two
models for resonance ��cx=�B� and only inelastic scattering.
The coupling strength is varied from zero coupling ��=0°�
to pronounced coupling ��=30° and 45°�. We also plot the
electron displacement �x�t�� resulting from the current. This
plot is appropriate for discussing experimental results ob-
tained by electro-optic detection since the signals in this case
are due to internal electric fields generated by the displaced
charges.30 The plot also allows an easy separation of the two
contributions to the resonant self-induced current, �i� that of
the stationary drift current31 �represented by the steepness

�vx�
�� of the asymptotic line �xa�t��� and �ii� that of the
transient current30 �represented in integrated form by the off-
set �xa�0�� of the asymptotic line�.

For zero coupling, the AP and the MC methods give iden-
tical results for the BO oscillation �the CO remains at rest�,
showing that both models adequately describe the damping
of the isolated BO. Large discrepancies between the models,
however, arise for the coupled system at resonance. For the
parameters chosen, which are close to experimentally rel-
evant values,30,31 the stationary currents differ by nearly an
order of magnitude, and the displacements due to the tran-
sients are correspondingly different. The BO oscillations in
the AP model show a clear tendency to become self-
sustained �dedamped� for increased coupling. This is a re-
markable effect since the oscillations of both oscillators die
away in the uncoupled state. The dedamping can be under-
stood as a result of positive feedback within the BO-CO loop
in connection with Bloch gain of the BO. Full dedamping
corresponding to unstability and ending in limit cycles or
chaos is reached at stronger coupling and will be discussed
below. In the MC model, however, the oscillations are at
least as strongly damped as in the uncoupled case, and no
tendency to maintained oscillations is seen.

Figure 4 shows the resonances of the drift current and of
the asymptotic displacement �xa�0�� due to the integrated
transient current, plotted as a function of �cx for fixed �B.
The line shapes of the resonances again are drastically dif-
ferent for the two models. In particular, the stationary current
is practically independent of �cx in the AP model whereas it
shows a sharply resonant enhancement in the MC model
giving rise to peaks at the Bloch frequency and its harmonics
and subharmonics. On the other hand, the asymptotic dis-
placement by the transient current exhibits peaks in the AP
model which in the MC model turn into dips whose depth
changes with damping. As already mentioned above, the MC
simulations of �vx�
�� with reset to zero should give the
same results as those obtained by application of the kinetic
formula which was also used in Ref. 31. We indeed found
good agreement �data not shown�. Furthermore, the peaks
and dips in Fig. 4 which appear in the MC model can also be
qualitatively reproduced using the AP-type three-
dimensional �3D� model of Ref. 33 with damped cyclotron
motion. However, since here the current permanently oscil-

FIG. 2. �Color online� Map of the Fourier transform 
�vx����
 of
the velocity �vx�t�� for 0��Bt�1000 �coded as log�1
+1000
�vx����
� by pixel color and brightness� as a function of
cyclotron frequency �cx /�B �horizontal scales� and Fourier fre-
quency � /�B �vertical scales�, calculated with the AP model for
A=0.6, 	=0.005�B, �=30° �left panel�, and �=60° �right panel�.

FIG. 3. �Color online� Left panels: Transients of velocity �vx�t��
for �cx=�B calculated with the average-particle model �AP� and the
simple Monte Carlo model �MC� for three tilt angles � of the
magnetic field. Right panels: Displacement �x�t�� obtained by inte-
gration of �vx�t�� over dimensionless time �Bt. Unit of displacement
is Vmax /�B. Thin straight lines mark the asymptotic behavior of
these quantities. Relaxation rate 	=	in=0.1�B, 	el=0, and
effective-mass ratio A=0.6.

FIG. 4. �Color online� Stationary velocity �vx�
�� �left panel�
and displacement �xa�0�� �right panel� calculated with the average-
particle model �AP, thin lines� and the simple Monte Carlo model
�MC, thick lines� for �=30° as a function of �cx. Relaxation rates
	=	in=0.05�B and 0.1�B, 	el=0, and effective-mass ratio A=0.6.
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lates, one has to regard the time average of the current. A
serious discrepancy arises for the background drift current
where both the MC and the 4D AP model show a constant
Esaki-Tsu current contribution. In the damped 3D model of
Ref. 33, the dc goes to zero with decreasing cyclotron fre-
quency, due to the neglect of direct damping of the Bloch
oscillations by inelastic scattering.

For further exploration, we additionally include elastic
scattering in the MC model. As stated above, we regard tran-
sitions which lead from a given initial k� state to a stochasti-
cally chosen final state in the Brillouin zone under energy
conservation. Figure 5 displays results analogous to those of
Fig. 4 for fixed 	el and decreasing 	in. With lower 	in and,
hence, increasing influence of 	el, the stationary velocity
curves and the shapes of the displacement resonances be-
come more similar to the curves obtained in the AP model.
The stationary current becomes weaker but does not lose its
resonance structure whereas the displacement dip turns into a
peak again.

We now turn to parameter regions where the transients
with start from zero in the AP-model approach limit cycles
or chaotic solutions. We confine the consideration to inelastic
scattering and disregard a detailed analysis of the routes to
chaos and the intricate structures of chaotic attractors. Such
an analysis has been comprehensively done in Ref. 33 for the
AP-type model used there, which operates in 3D phase
space. Similarly complex phenomena are also expected in
our AP model in 4D phase space. However, the question
arises, whether important characteristics of chaotic dynamics
will persist in the framework of the MC approach.

As a gross guideline for exploration of parameter space
we perform a linear stability analysis of the constant-current
solutions treated above. These solutions follow from Eqs.
�4�–�7� by setting the time derivatives to zero and solving for
�vx�= �vx�
�� �here shortly written as �vx


��. One obtains a
cubic equation

a2�vx

�3 − 2a�B�vx


�2 + ��B
2 + 	a + 	2��vx


� − 	�B = 0,

where a=	�cz
2 / ��cx

2 +	2�. From �vx

�, the remaining quanti-

ties are obtained as �vy

�=−a�vx


� /�cz
�A, �vz


�=−�cx�vy

� /	,

and ��x

�=1−	�vx


� /�B with the shifted �B=�B

+�cz
�A�vy


�. The cubic equation normally has one real solu-
tion. More than one real solutions are found for tilt angles
close to 90°. We then choose the solution with the lowest

energy. Note, however, that for finite �cx these tilt angles are
not practicable since then �cz
�cx and the magnetic field
has to be correspondingly large.

The stability of the constant-current state against small
perturbations is tested by linearizing the system around the
working point defined by these solutions and by calculating
the eigenvalues of the stability matrix Mi,j =�Fi /�Xj, where
the functions F� �X� � denote the right sides of Eqs. �4�–�7� in
terms of the variables X� = ��vx� , ��x� , �vy� , �vz��. The stability
limits are marked by vanishing real parts of the eigenvalues
of M̂, corresponding to just undamped eigenmodes of the
coupled oscillators at the working point. For positive real
parts, the eigenmodes become dedamped and finally self-
sustained, where the amplitudes are limited by the nonlin-
earities of the system.

Figure 6 shows the critical angle �c for which the
constant-current solutions of the AP model become unstable,
plotted as a function of �cx /�B for various damping frequen-
cies 	 /�B. The critical angle shows a pronounced dip at the
fundamental resonance �cx /�B=1, and narrows and goes to
zero for zero damping. It should be noted that the constant
solutions can become unstable also if the perturbation at the
working point is strong enough to kick the system into a
highly nonlinear region. This can happen if the initial condi-
tion for the transient grossly deviates from the working
point. An example is shown in the lower panel of Fig. 6
which presents peak-to-peak amplitudes of �vx� for oscillat-
ing attractors, approached when the particle is started from
rest if 	=0.03�B. It is seen that near resonances oscillating
and constant-current solutions can coexist.

Figure 7 shows �vx�t�� �left panels� and a Lissajous plot of
�vy�t�� versus �vx�t�� �right panels�, calculated with the AP

FIG. 5. �Color online� Same quantities as in Fig. 3 calculated as
a function of �cx with the Monte Carlo model for �=30° taking
into account elastic scattering �	el=0.1�B� and inelastic scattering
�	in=0.01�B, 0.05�B, and 0.1�B�. Effective mass ratio A=0.6.

FIG. 6. �Color online� Upper panel: Critical tilt angles �c for
stability of the constant-current solutions of Eqs. �4�–�7� for the AP
model as a function of CO frequency �cx /�B for different damping
frequencies 	 /�B. Effective-mass ratio A=0.6. The shaded area in-
dicates the tilt angle corresponding to a stable current solution for
	=0.001�B. Lower panel: Map of oscillation amplitudes A�x

�peak-
to-peak values of �vx�� of attractors approached with start from rest.
The homogeneously colored background corresponds to A�x

=0.
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and MC models for different values of tilt angle, cyclotron
frequency, damping, and mass ratio. In each case the chosen
tilt angle exceeds the critical tilt angle and the transient of
the response with start from zero ends either in limit cycles
�upper panels� or irregular motion �lower panels�. The ve-
locities are plotted within a time interval sufficiently placed
behind the transient.

As in the stable region, there are again large discrepancies
between the results of the AP and the MC approaches. Most
strikingly, the limit-cycle �self-sustained� oscillations and the
chaotic movement arising in the AP model are effectively
destroyed in the MC model. This directly follows from the
MC-based kinetic formula, Eq. �8�, where the ac velocity
components are suppressed for t→
, leaving only the un-
derlying dc contributions �displayed as straight lines, respec-
tively, fixed points in the diagrams of Fig. 7�.

Figure 8 shows the time average �vx
dc� of the velocity

along the SL axis �left panels� performed over the time in-
terval, and the displacement offset �xdc� due to the transient
�right panels�. The displacement offset is obtained by inte-
gration of the difference �vx�t��− �vx

dc� over dimensionless
time �Bt during the transient. The quantities �vx

dc� and �xdc�
are equivalent to �vx�
�� and �xa�0�� plotted earlier.

In contrast to the weak-coupling cases at low tilt angles,
where the stationary self-induced dc vanishes in the AP
model �see Fig. 4�, the increase in coupling strength by in-
creasing the tilt angle or the mass ratio now leads to marked
contributions to the time-averaged current. For medium cou-
pling �upper panels of Fig. 8�, the induced current is confined
to an �cx range where the chosen tilt angle exceeds the criti-
cal angle for self-sustained oscillations �see Fig. 6�. Further
increased coupling �lower panels of Fig. 8� broadens this
range, giving rise to detailed structures in the current spec-
trum which resemble those obtained with the MC model.

The generation of an underlying dc behind the transient in
the AP model is due to self-rectification of the self-sustained

limit-cycle oscillations or of the chaotic motion of the aver-
age particle. The mechanism of down conversion via fre-
quency modulation works only for ac motion. For weak cou-
pling, this kind of motion is absent behind the transient and
no resonance peaks are seen in the stationary current. In the
MC model, on the other hand, there is always ac motion of
individual particles in the ensemble, giving rise to resonant
dc.

In small sections of the AP curves one can also see hys-
teresis effects, like those found in the current spectra of the
AP-type model treated in Ref. 33 and attributed to coexist-
ence of distinct attractors belonging to different initial con-
ditions. Hysteresis is observed as an ambiguity of the dc for
opposite directions of field variation when using a flying start
�instead of a restart from zero� of the particle upon a change
in the magnetic field. The inset of Fig. 8 shows results for the
AP structures in magnified small intervals of the �cx scale.
The MC results do not show hysteresis throughout. We note
that comparison of �vx

dc� calculated for strong coupling using
either the MC model or the kinetic formula31 again reveals
that both approaches give quantitatively very close results.

The discrepancies between the results of the AP and MC
models and the differences in the influence of the scattering
processes can be traced back to the approximations made in
the AP model. Although the model works well in many situ-
ations �beginning with the classical Drude model, character-
ized by linear dynamics but even for the uncoupled BO and
the treatment of Bloch gain13,15�, the simplifications involved
render the AP model problematic for a realistic description of
systems with a nonlinear coupling between Bloch and cyclo-
tron oscillations. Two main critical assumptions and approxi-
mations of the AP model can be named. One is the substitu-
tion �factorization� of ensemble averages over products of

FIG. 7. �Color online� Left panels: Velocity �vx�t�� calculated
with the AP model �oscillating curves� and the simple MC model
�straight lines�, displayed in a time interval long after start of the
particles at zero. Right panels: Lissajous plot of �vy�t�� versus
�vx�t��. The result of the MC model is a fixed point near the center
of the curves. Upper panels: Limit-cycle behavior in the AP model
for �=45°, �cx=�B, 	in=	=0.03�B, and A=0.6. Lower panels:
Chaos in the AP model for �=60°, �cx=1.5�B, 	in=	=0.01�B,
and A=1.2.

FIG. 8. �Color online� Time average �vx
dc� �left panels� and in-

tegrated transient current �xdc� �right panels� calculated with the AP
model �lower curves� and the simple MC model �upper curves� with
start from zero. Upper panels and lower panels refer to the same
parameters �, 	, and A as in Fig. 7. Insets show hysteresis effects
in the AP model using a flying start on upward and downward
change in �cx.
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single-particle variables by products of the corresponding AP
variables. The other is the introduction of smooth, continu-
ously acting friction terms in the equations of motion instead
of stochastic and sudden scattering events.

Regarding factorization, let us discuss as an example the
ensemble average �vx�t�vy�t�� which describes the time-
dependent correlation between the velocity components
within a particle and which is mainly responsible for the
additionally induced current in the constant-current state.
This can be seen from Eq. �5� by resubstituting �vxvy� for
�vx��vy�. In the constant-current state one has ��̇x�=0 and the
supplied energy is dissipated with a rate 	in��x�. Further-
more, ��x�
1 for moderate damping. The magnetic-field-
dependent current then is approximately given by �vx�

	in /�B−�cz

��A��vxvy� /�B, where the first term represents
the current without field. The power drawn from the electric
field by the additional current amounts to −�zc

�A�vxvy�. It is
transferred to the in-plane energy ����= A

2 ��vy
2�+ �vz

2�� and
dissipated there with rate 	in����.

The correlation can be written as �vx�t�vy�t��
= �vx�t���vx�t��+ ��vx�t��vy�t��, where the � terms are the
differences between the single-particle and the AP variables.
It is seen that a factorization is only justified if the second
term, which involves the deviations of the velocity of a par-
ticle from the mean velocity, can be neglected. A factoriza-
tion is generally allowed at the very beginning of a transient,
when the particles still move coherently and the � terms
vanish. Quite soon, however, the phase coherence between
the particles is lost by scattering. The � terms then are non-
vanishing and they become relevant if there exists a correla-
tion between the fluctuations �vx�t� and �vy�t� belonging to
the same particle.

Such a correlation between nonvanishing � terms is fa-
vored for inelastic scattering by the identical conditions of
restart after scattering at random times since all velocity
components are reset to zero in our MC model. Thus, a fac-
torization is not allowed and the two models should give
grossly different results. In contrast, the velocity components
are uncorrelated after elastic scattering since this type of
scattering brings the particle into a random state within the
Brillouin zone, thus effectively destroying any existing cor-
relation between velocity components. One then expects the
results of both models to be closer to each other.

These features are demonstrated in Fig. 9 which shows a
plot of �vx�t�vy�t�� at resonance for two extreme cases with
dominant inelastic, respectively, elastic scatterings. The cor-
relation functions are compared to the product of the mean
velocities obtained with the AP model for a relaxation rate of
the same magnitude. The MC model is mapped to an ex-
tended AP model by including relaxation terms in Eqs.
�4�–�7� in the following way: 	�x

=	in, 	vi
=	in+	el, and i

=x ,y ,z.
It can be seen that the �negative� correlation after the tran-

sient in the MC model is strongest for dominating inelastic
scattering, becomes weaker for dominating elastic scattering
but remains slightly different from the AP values �the latter
are very small because �vx�t�� and �vy�t�� vanish in the
constant-current state for vanishing 	in�. However, the ten-
dency of the correlations of the MC model for elastic scat-

tering to come closer to those of the AP model explains why
the behavior of the system in this case resembles qualita-
tively the results of the AP model �see Fig. 5�. The relaxation
of �vx�t�vy�t�� depends on the coupling strength and the scat-
tering rates and is not further investigated here. In contrast to
the presented correlation functions which converge to a con-
stant value, the 3D AP-type model of Ref. 33 yields a time-
dependent correlation �vx�t���vy�t�� with nondecaying oscil-
lations due to the permanent oscillations of the particles.

The second critical assumption of the AP model is the
representation of scattering by deterministic, phenomeno-
logical relaxation terms in the equations of motion. As seen
above, this approximation leads to some interesting phenom-
ena of particle motion which do not appear in the MC de-
scription.

First of all, the AP model predicts sustained oscillatory
motion of the ensemble such as dedamped transient oscilla-
tions and limit cycles. As already mentioned, such oscilla-
tions without external ac driving fields are possible because
of Bloch gain and positive feedback in the BO-CO loop.
After some kind of synchronization �e.g., by particle-particle
interaction or by weak external ac fields� to overcome field
inhomogeneities and slightly different initial conditions, the
oscillations might show up in the macroscopic currents as
possible sources of terahertz radiation. In the MC model, on
the contrary, the stochastic forces in the long-time limit se-
verely modify the phase relations between the motion of dif-
ferent particles. These perturbations therefore result in de-
structive interference of all ac contributions to the ensemble
average after the transient.

A similar argument should also apply to hysteresis effects
in the dc characteristics of the coupled motion, which one
expects to see in experiments as a clear signature of multi-
stability effects in chaotic dynamics.33 Hysteresis is con-
nected with a memory of the preceding trajectory a particle
experiences before the external fields are changed. This
memory is easily destroyed by the stochastic forces which lie
at the heart of the MC model. Moreover, the question arises
as to what kind of structures will remain as a compromise

FIG. 9. �Color online� Time-dependent correlation �vx�t�vy�t��
of the velocity components of a particle in the MC model for domi-
nating inelastic �left panel� and elastic �right panel� scatterings com-
pared with products of velocities obtained in the extended AP
model �see text�. Parameters: Resonance situation ��cx=�B�, tilt
angle �=30°, and effective-mass ratio A=0.6. For dominant inelas-
tic scattering: 	in=0.1�B and 	el=0.001�B, for dominant elastic
scattering: 	in=0.001�B and 	el=0.1�B.
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between Hamiltonian chaos due to the free motion and dis-
sipative chaos due to damping. It is expected that only a few
fundamental and robust signatures like that based on the
resonance conditions will survive.

IV. FULL-SCALE MONTE CARLO SIMULATIONS

In view of the sensitive dependence of the resonance
curves of the induced dc on the scattering mechanisms �see
Figs. 4 and 5� and on the values of the model parameters �see
Figs. 7 and 8�, we consider in the following the scattering
mechanisms in more detail, taking into account realistic se-
lection rules, and also choose parameters matched more
closely to presently achievable experimental conditions. We
perform MC simulations of the particle ensemble in a super-
lattice subject to both electric and magnetic fields using the
synchronous-ensemble method.44 We consider electron mo-
tion within the miniband transport approach.35 This ansatz
imposes restrictions on the superlattice miniband width �
which for an applied electric field Fx has to obey the condi-
tion eFxd��, where d is the spatial period of the superlat-
tice. The field needed to observe Bloch oscillations under
realistic conditions is typically not less than 10 kV/cm.8–12

Only then is the Bloch frequency larger than the scattering
rate at low temperatures. The miniband width, according to
eFxd��, should be larger than 30 meV for typical values of
d in order to ensure that the simulations remain within the
validity range of the miniband transport approach. Similar
conditions have to be imposed to the cyclotron frequencies.

We consider two GaAs /Al0.3Ga0.7As superlattices which
have the same spatial period �d=8.48 nm� but differ in their
miniband width due to the different quantum-well �GaAs
layer� and barrier �Al0.3Ga0.7As layer� thicknesses. � is cal-
culated by means of the Kronig-Penney model45 and
amounts to 33 and 69 meV, respectively.

We treat inelastic electron scattering with optical phonons
via Froehlich interaction, and with acoustic phonons via
deformation-potential coupling. The expressions for the scat-
tering rates are represented in Ref. 19. All material param-
eters, necessary for the calculation of the scattering rates, are
chosen to be the same as for bulk GaAs, namely, the effec-
tive electron mass 0.067m0, where m0 is the free-electron
mass, the static and high-frequency dielectric constants 12.9
and 10.9, respectively, the optic-phonon energy 36.2 meV,
the acoustic deformation potential 7 eV, and the density
5.37 g /cm3.

Elastic scattering is included via interface-roughness scat-
tering of the electrons. It is described by a �-function-type
scattering potential energy U�x ,r�=��r��Ec��x−x0� for an
interface located at x=x0 and exhibiting spatial fluctuations
on the order of �� described by a random function ��r�.46

We use �=0.28 nm which corresponds to the thickness of
one monolayer of GaAs. The conduction-band discontinuity
�Ec between GaAs and Al0.3Ga0.7As is 0.243 eV. We assume
a Gaussian form of the surface-roughness correlation func-
tion ���r���r��� in the direction parallel to the surface with a
correlation length � of 3 nm. The simulations are performed
for a lattice temperature T of 10 K assuming an initial elec-
tron distribution over the Brillouin zone according to a

Gaussian function P�kx ,ky ,kz��exp�−�2�Akx
2+ky

2

+kz
2� / �2myykBT��, where kB is the Boltzmann constant.
The relevant difference between the more advanced MC

model and the simplified version employed earlier in the
paper is that the rate of inelastic scattering is not constant
and depends on the magnetic field. Inelastic scattering can
only occur if the kinetic energy of an electron is larger than
the respective phonon energy. Considering that scattering via
optical phonons dominates the total inelastic rate, the mini-
band width has a strong influence on the scattering rate. For
a superlattice with a miniband width smaller than the optical-
phonon energy �36.2 meV�, scattering with optical-phonon
emission is eliminated at low temperature if no magnetic
field is applied. This changes with magnetic field because the
field couples the motion of the electrons in the miniband to
the in-plane motion. This gives rise to an increase in the total
particle energy and thus opens an additional channel for elec-
tron scattering with optical-phonon emission. The inset of
Fig. 10 illustrates the magnetic-field dependence of the
inelastic-scattering rate 	in for the superlattice with �
=33 meV. The scattering rate increases with increasing
magnetic field and peaks at resonances of the cyclotron fre-
quency with the Bloch frequency, reaching a maximal value
of 0.35�B.

The main panel of Fig. 10 shows stationary velocity and
displacement curves for different inelastic-scattering rates
obtained with both the simple and the advanced MC models.
The results are very similar. The central physical features are
captured even if a simplified description of the scattering
processes is employed. Interestingly, the advanced MC simu-
lations also reproduce the dips in the asymptotic displace-
ment �xa�0�� found at �cx /�B=0.5,1 ,2 with the simple
model �see also Figs. 4 and 5�. Furthermore, no sustained
oscillations and no hysteresis are observed. The dips origi-
nate from the inelastic scattering which repeatedly brings a
particle close to the bottom of the miniband thus resulting in
a motion which resembles the motion from rest treated in the
simple model.

FIG. 10. �Color online� Stationary velocity �vx�
�� �left panel�
and asymptotic displacement �xa�0�� �right panel� of the �vx�t��
transient as a function of �cx. Data calculated for a superlattice with
a miniband width of 33 meV using the simple �lines� and advanced
�symbols� MC models for �=30°. Elastic scattering is neglected
and the inelastic-scattering rates for the simple MC model are 	in

=0.05�B, 0.1�B, and 0.2�B; the Bloch frequency for the advanced
MC model is �B /2�=1.9 THz. Inset: Relative inelastic-scattering
rate versus �cx calculated with the advanced MC model.
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Inclusion of elastic interface-roughness scattering in the
MC model does not change the shape of the displacement
curve dramatically �data not shown�. The elastic scattering
makes the motion of a particle more stochastic which is re-
flected in a flatter displacement curve. It still shows a shal-
low dip at �cx /�B=1 for a certain range of correlation
lengths of the interface-roughness scattering while the dips at
�cx /�B=0.5 and 2 are smeared out.

The picture changes drastically if we focus on the particle
dynamics in a superlattice with a miniband width larger than
the optical-phonon energy. Note, that a larger miniband
width entails a stronger randomization of the final particle
states after scattering with phonon emission. The electron is
transferred not only to positions close to k� =0� , but, as in the
case of elastic scattering, also to other states within the Bril-
louin zone which are now allowed by energy conservation.
Moreover, since a particle has enough energy to experience
scattering with optical-phonon emission even at low tem-
perature, the magnetic field does not affect the inelastic-
scattering rate as much as for a superlattice with a smaller
miniband width. Thus, the relative inelastic-scattering rate
remains approximately the same over the whole cyclotron
frequency range considered here, and is only changed by the
chosen Bloch frequency.

Figure 11 displays the stationary velocity and asymptotic
displacement curves for the superlattice with �=69 meV.
Both types of curves show a peak at or close to �cx /�B=1
which for the displacement curve becomes better pronounced
with a decrease in the relative inelastic-scattering rate, i.e.,
an increase in the Bloch frequency. Interface-roughness scat-
tering smears out the peak slightly due to the additional ran-
domization of the particle motion.

The temperature affects both the initial distribution of the
electrons in the miniband as well as the scattering rates. As
the lattice temperature increases, the scattering with optical-
phonon absorption becomes possible and leads to a stronger
randomization of the final particle states after scattering. The
particle dynamics in a superlattice at room temperature is to
a certain extent similar to that of a superlattice at low tem-
perature but with a miniband width larger than the optical-

phonon energy. The calculations for the superlattice with a
miniband width of 33 meV and lattice temperature of 300 K
show that the stationary velocity and the displacement curves
demonstrate a peak close to �cx /�B=1 while the peak at
�cx /�B=2 is completely washed out �data not shown�. The
height of the peak decreases by a factor of 2.5 with tempera-
ture increase from 10 to 300 K.

We note, that our simple MC model, for dominant elastic-
scattering predicts correctly the peak of the particle displace-
ment which has been observed experimentally for a superlat-
tice in a tilted magnetic field and a miniband width smaller
than the optical-phonon energy.

V. CONCLUSIONS

In conclusion, we showed within the miniband transport
approach that average-particle models and Monte Carlo
simulations make quite different predictions with respect to
the time dependence of the velocities of an electron en-
semble in a superlattice subjected to an electric field and a
tilted magnetic field. The average-particle model used by us
operates in a 4D phase space and in contrast to a 3D model
used earlier in the literature,33 allows to treat direct damping
of all three velocity components of the particles. We mainly
study the currents along the electric field, both the integrated
dc during the transient after optical-pulse excitation and the
drift current in the long-time limit. These currents are due to
down conversion of the coupled oscillatory motion of the
Bloch and cyclotron oscillators and show marked reso-
nances. The deviations in the results of the 4D and 3D
average-particle and the Monte Carlo treatment are already
revealed in the weak-coupling limit and for dominant inelas-
tic scattering, where either widely different shapes of reso-
nance curves �4D model� or different magnitudes of back-
ground currents �3D model� and of the relaxation rates are
observed. However, the results of the 4D average-particle
and the Monte Carlo models for the resonance curves of the
currents come close to each other if elastic scattering domi-
nates over the inelastic one.

The discrepancies are a result of the approximations of
the average-particle model, in which ensemble averages over
products of particle variables are factorized into products of
the average variables, and scattering events are represented
by continuous relaxation terms in the equations of motion.
Most importantly, the simplifications lead to some artifacts
for stronger coupling strength and in the long-time limit,
notably self-sustained regular oscillatory motion and hyster-
esis in the dc characteristics. Both effects are easily de-
stroyed by the abrupt scattering events on which the Monte
Carlo approach is based. Having in mind possible terahertz
applications, the prediction of dedamped and self-sustained
oscillations therefore wrongfully suggests the possibility to
enhance and prolong terahertz radiation of electron bunches
after optical-pulse excitation, during their dwell time in the
superlattice, i.e., the possibility to realize practical sources of
terahertz radiation.

FIG. 11. Same quantities as in Fig. 10 for the superlattice with a
miniband width of 69 meV. All simulations performed by the ad-
vanced MC model neglecting elastic interface-roughness scattering
�full symbols� and including it �open symbols� with correlation
length �=3 nm. Parameters: Bloch frequency �B /2�=1.9 THz
�circles� and 3.1 THz �triangles�; average relative inelastic-
scattering rates 	in=0.3�B and 0.2�B.
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